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Abstract 

This is the owner’s manual for the primordial nucleosynthesis program NUC1.23, an 

updated and revised version of the code of R. V. Wagoner. NUC123 is faster, better 

documented, and easier to use than the original code but retains its general computational 

structure. Presented here is a description of the basic structure of the program, the 

directions for usage and for generation of output, and some suggestions on how to make 

modifications to the program. 
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- Program Summary - 

Till/! oj proqmm: NUC123 

Program obtainable from: Lawrence Kawano (see addresses in back) 

Computers: VAX 11/780 and others with FORTRAN 77 compiler 

Operating System: VAXjVMS 

Programming language used: VAX FORTRAN (FORTRAN 77 except for DO...END DO 

statement) 

Storage required: 527 blocks 

Peripheri& wed: terminal for input, terminal or line printer for output 

No. o,f Iines in program: 5815 

Keywords: primordial nucleosynthesis 

Nature of physical problem: Solves for elemental abundances arising from the epoch of 

primordial nucleosynthesis in the early universe. The initial conditions are entered via 

menu interface which also serves to allow the selection of the mode of output. 

Method of solution: Time evolution of abundances carried out by second-order Runge- 

Kutta driver. The abundance changes are determined by obtaining a matrix equation from 

implicit differencing and solving this using Gaussian elimination with back substitution. 

Typical running time: Requires about 12 CPU seconds for 1 run with default parameters. 

Unuauul features of the program: Xrery detailed documentation within the program and 

user-friendly menu-driven interface. 
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I. Introduction 

A. General Features of New Code 

The computer program of R. V. Wagoner (Wag ..z 1969 and Wagoner 1972), has 

proved to be a very useful and indeed, vital tool in research dealing with primordial 

nucleosynthesis and has become the standard program oi the trade. However, for all of its 

usefulness, it is saddled with a number of severe drawbacks. The program had its origins 

as a stack of cards in the 1960’s so its operation reflects this inconvenient batch mode of 

operation: the input parameters are read in line by line from a data file and an output 

listing is produced after every run. Furthermore, some of the input parameters are awkward 

to use: the program requires the input of the initial chemical potential of the electron rather 

than the more convenient parameter, the baryon-to-photon ratio. The documentation is 

skimpy and efforts to decipher the program’s workings are further hampered by a web of 

GO TO statements. To add to the confusion, the present version of the program retains 

vestiges of its days when it utilized a much larger network of reactions to investigate the 

production of heavy elements in addition to the light elements; loose appendages appear 

here and there in the program. 

These problems are rectified in IVUCIZJ, an updated and revised version of the nucle- 

osynthcsis code. SUC1.23 retains the computational structure of the old code but with its 

inefficiencies taken out, NUC123 enjoys about a 30% improvement in computation time. 

The inner workings of the code are illuminated by a generous helping of comments and 

detailed documentation. And as its name implies, the code has been modified to be run 

interactively to allow the user greater flaibility and ease. 

NUC123 is written in FORTRAN and conforms to the standards of ANSI FORTRA?; 

77 except for the usage of the DO...END DO statement. This was done to limit the number of 

statement labels. The program was developed on the VAX/VMS system of the Fermilab 

Vax Cluster. 

B. Subroutine Hierarchy 
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Figure 1.1. Subroutine hierarchy in SLCl?J 

At first glance, the program strikes the observer as a long, intimidating list of one 

subroutine after another. To allay these fears and to illustrate the the overall structure of 

the program and the connections between the subroutines, a subroutine hierarchy is given 

in figure 1.1. The picture has been simplified somewhat and not all the connections have 

been draw in. ?, complete picture can be inferred from the “linkages” information I have 

provided at the beginning of the listing of every subroutine. 

The subroutines which appear across the top handle various options offered by the 

main menu in program NW123 (the menu interface will be discussed in the next section), 

The Runge-Kutta routine which evolves the abundances is contained in subroutine DRIVER. 

Beginning values (including weak decay rates from subroutine RATEO) are initialized in 

START, time derivatives of the temperature and abundances are computed in DERIVS, and 

these quantities are accumilated after a certain number of Runge-Kutta iterations in ACCUM. 
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DERIVS utilizes energy densities which are computed in THERM which uses solutions of 

modified bessel functions from KNUX which come through functions defined in BESSEL. 

Neutrino energy densities are wived separately in NUDENS. To solve for abundance changes, 

DERIVS calls upon subroutines RATE1 through RATE5 to compute reaction rate coefficients 

and using these values, a matrix equation for the time derivative of the abundances is 

constructed in SOL and solved in EQSLIN. 

The old Wagoner code does not contain any equivalent of the subroutines involved in 

the menu-driven user interface. The main program in the Wagoner code is essentially the 

same as the combination of the subroutines DRIVER and DERIVS and subroutine ACCUn in 

NLJCI23 is called OUTPUT in the original program. There is no equivalent for subroutine 

NUDENS or RATE5 and statements in RATE2 through RATE4 are divided into the 2 routines 

RATE1 and RATE2 for Wagoner’s code. 

C. Menu Interface 

Instead of blandly referring to “the user” each time, I propose to personlize him/her/it 

by using the name “Rocky.” So let’s now go join our pal Rocky and journey back to the 

early universe. To run iVUCf23, all Rocky has to do is to merely compile it (nothing fancy 

here) and then sun it; its that simple (- “Just add water”) - no messy input files to fuss 

with, no output file to create. Now NUCI23, as it is written, is directed to interact actively 

with Rocky so as to allow him to set input parameters, run modes, and determine output 

display. So as soon as Rocky starts the program and gets past the greeting, he is shown 

the main menu as listed in figure 1.2. 

l HELP section is intended as a refugee camp for terrified users. Now there really 

shouldn’t be any reason why anyone would be terrified, particulariiy if he or she had 

consulted this particular manual you are now reading. Even if this wasn’t the case, 

NLJCI23 is user-friendly enough to allow tho‘se who wish to “wing it” to get through 

a basic run-through. Nevertheless, we can imagine that poor Rocky here is totally 

baffled and he doesn’t have this manual in hand. Is he doomed, is this the end of our 

hero? No! He sees HELP in the main menu, he then succeeds in entering a “I,” and 
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MENU SELECTION 
---- -----____ 

1. HELP 
2. SfZT COMPUTATION PARAMETERS 
3. SET MODEL PARAMETERS 
4. SET TEMPORARY REACTION RATES 
5. RUN 
6. OUTPUT 
7. EXIT 

Enter selection (1-7) 

Figure I.?. sI:c1?3 ,“a,” men,, 

HELP SELECTION 
---- --------- 

1. INTRODUCTION 
2. SETTING UP A RUN 
3. RUNNING THE PROGRAM 
4. OUTPUT OPTIONS 
5. GENERAL METHOD OF COMPUTATION 
6. USING THE ADAPTIVE SUBROUTINE 
7. EXIT 

Enter selection (l-7) 

Figure I,.?. II ELI seclifin sul~rnenu. 

he is saved for he now has available an online equivalent of this manual (although a 

bit scaled-down). He still does have to figure out what he is confused about for he is 

presented with a HELP submenu as shown in figure 1.3. 

. SET COMPUTATION PARAMETERS seotion allows Rocky to set the values of 

an array of parameters used in constraining the computation. These values include 

constants which help determine the time step size, the initial time step size, initial 

and final temperatures, and minimum allowable nuclide abundances. The submenu 



fur this section will be described in section 1I.A 

. SET MODEL PARAMETERS section lets Rocky play “God” and lets him choose the 

features of the universe at the time of nucleosynthesis. He can have his pick of the 

baryon-to-photon ratio (q), neutron half-life, number of neutrino types, and so on. 

All this will be discussed in more detail in section 1I.B. 

. SET TEMPORARY REACTION RATES section is for the real nucleosynthesis jock 

who wants to know what happens to the predicted abundances every time a new 

reaction rate measurement is made. Here, Rocky can temporarily substitute his own 

reaction rate numbers for the reactions of his choice during a run. Specifics will be 

forthcoming in section 1I.C. 

. RUN section lets Rocky sit and stare at the screen while the code does its wisdom 

thing. Actually, Rocky can initially determine the size of the reaction network to 

be used in the computation and specify multiple loopings of runs as parameters are 

shifted through a range of values before he gives the go for the code to crunch numbers. 

More on this in section III. 

a OUTPUT section lets Rocky see the results of the computation in 2 ways: as an 

output file which can be printed out or as a listing right there on the screen. This is 

elaborated upon in section IV. 

* Exit - It’s Miller time for Rocky. 

If a response to a menu option request is not in the range l-7 or if Rocky simply 

hits < RETURN >, then the response is assumed to be 7, the option for Exit. This 

feature holds analogously for all of the submenus as well. 

Although the menu interface is nice and convenient, it may be that Rocky wants to do 

a lot of runs and does not wish to take up a lot of terminal time. In this case, the program 

can be easily converted to run in batch mode through a convertion macro such as the one 

listed in figure I.4 (this one is written for the VAX/VMS system). The required changes 

involve converting the READ/YRITE unit numbers to correspond to data files instead of the 

terminal. This macro specifically substitutes unit 1 for the READ/WRITE statements with 

unit 7 for input from file BATIN.INC and with unit 8 for output to file BATOUT.INC in 

the OPEN and CLOSE file statements. These substitutions are aIs0 made in the PARAMETER 
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% ed nucl23.for 
find ‘unit=l’ 
sub/unit=l/unit=7 
sub/sysScommand/batin.inc 
copy to .+ 
sub/unit=7/unit=8/.- 
sub/batin/batout 
sub/old/new 
find ‘close (unitsl)’ 
sub/unit=l/unit=7 
copy to .+ 
sub/unit=7/unit=8/.- 
sub/iu=l/iu=7/whole 
sub/ou=l/ou=8/whole 
exit 
S ren nucl23.for nucbat.for 
S write sysSoutput “NUCBAT ready” 

Figure 1.4. VAX/VhfS command file for converting YlJC123 into SUCBAT. a version for batch runs 

statement of all the subroutines which contain the appropriate READ/URITE statements. 

Ml Rocky needs to do to run this batch version of NUC1.23 (given the name NUC- 

BAT.FOR here) is to edit into file BATIN. INC ail the commands he would have put in at a 

terminal session. Thus, even with a batch run, all the flexibility of an interactive session 

is retained. 
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II. Input Parameters 

A. Computational Pnrarneters 

Suppose that Rocky has consulted the HELP section of the menu so iw has now rolled 

up his sleeves to do some heavy-duty nucleosynthesis computing. Because Rocky has got 

himself all oriented, he knows that he can first go into menu selection 2 (taken care of by 

subroutine SETCOM) to adjust the computation mechanism of the program to his liking. 

The submenu shown in figure II.1 gives him complete control over the adjustments of 

computational parameters which include 2 parameters which set a limit on the amount 

the nuclide abundances can change over a time step, the size of the initial time step, the 

starting and ending temperatures, a iower limit on nuciide abundances, a condition on 

when to accumilate data. and the maximum number of accumiiations. Rocky is also given 

the opportunity to restore, in one hold stroke, all parameters to their default values (the 

nes listed in the figure). E,ach of these input parameters will now be discussed in detail. 

Liz first three and sixth parameters involve the adaptive stepsize control for the 

Runge-Kutta routine used in the main program. The basic idea of this control mechanism 

is to allow the stepsize to be varied so that the error in quantity being evolved is limited 

by predetermined accuracy (for details, consult Numerical Recipes section 15.2). 

The particular manifestation of this control feature in Wagoner’s code is described in 

.Appendix C of Wagoner’s 1969 paper (equations CG and C7 which will be discussed here 

but not reproduced here; however, don’t get impatient as I will write down their relevant 

equivalents in due time). There, the temperature and nuclide abundances are required not 

to change by too much for each time step. Parameter tilt90 (= 2) in subroutine DRIVER 

corresponds to limit KT in equation C6 and time step limiting constant 1 (variable reg 

in the program) corresponds essentially to limit KY in equation C7. Time step limiting 

constant 2 (variable regm in the program) does not appear in equation C7 as the equation 

actu&p used in the program is a modification of C7. In the program, a time step is 

computed for each abundance change through an equation similar to C7: 

.~,;,~~y+ [(;“g$)(“-l)]‘) 
I 09 m =eg 

(2.1) 

10 



1. CHANCE 
2. CHANCE 
3. CHANGE 
4. CHANGE 
5. CHANCE 
6. CHANCE 

TI,ME STEP LIMITING CONSTANT 1 FROM 0.300 
TIME STEP LILJITINC CONSTANT 2 FROM 0.600 
INITIAL TIME STEP FROM l.OOE-06 
INITIAL TEMPERATURE (IO**9 K) FROM l.OOE+02 
FINAL TEMPERATURE (lo.*9 K) FROM l.OoE-02 
SMALLEST ABUNDANCES ALLOWED FROM l.COE-25 

7. CHANGE CONDITION FOR ACCUMILATION FROM 3.00E+Ol ITERATIONS 
8. CHANCE MAXIMUM LINES TO BE PRINTED FROM 40 
9. RESET ALL TO DEFAULT VALUES 

10. EXIT 

SET COMPUTATION PARAMETERS SELECTION 
_-- -___-_--_-- ---------- -_------- 

Enter selection (l-10). 

Fi<orc 11.1. SET (‘r)?,i’(:T;\‘l-IOY.\l. I~‘;\II,\\lE’~I:ItS SPCLII:,, c:,l:rnen~, 

:II which the abundances an. h given bv 1; = S;/A;, where S; is the mass fraction contained 

in IIU&US i having atomic w-eight ~4; and the parameter which puts a lower limit on the 

abundances during the caiculations (sixth item in the submenu) is given by I,. Wagoner 

mentions in the same appendix that “it was found helpful to not nllow the abundance of 

any r~ucleus to be less than I;,. chosen as IO-*’ (the default value here).” The smallest 

rnluc of ~tl~, found amongst ail of the abundance changes is retained and is compared to 

~tm,,, xhich is found from the tcmpernture change using an equation equivalent to C6: 

~ 1 
it ~~- - dT, rnl,l - 

L; 

T9 ILL 
T, dt 

(2.2) 

in which the temperature is given by & in units of 109 K. The smaller of these two is 

retained as the new rime step unless it is more than 50% larger than the old time step in 

which case it is iimited to being 150% uf the old time step. 

The initial time step (the third item in the submenu) is the first time step to start the 

cumputation ofi and the default value is set to 10W6. The default value of reg is 0.3 and of 

regm is 0.6. .A11 three of these default vaiues were retained from the IVagoner code version 

that I had obtained from Edward Kolb. The default ralues of all of the computational and 

model parameters and the values of reaction rate coefficients can be found in the BLOCK 

DATA at the wry end of the program listins. 



The fourth and fifth parameters, the initial and final temperatures, are in unirs of 

lo9 K and have default values of 10 Ii K and lo7 K respectively. The program takes the 

initial temperature, computes nn initial time and then proceeds to do the time evolution 

from thereon. It continues in this manner until the temperature falls below the final 

temperature or accumilates the maximum number of lines of data .a.lIowed by the eighth 

parameter in the submenu which has a default value of 40. The condition for accumilation 

(,the seventh parameter) specifies at which time step the recording of information (about 

the temperature, nuclides abundances, etc.) is to take place. The default setting is to 

record every 30 loopings of the Runge-Kutta routine. It is also possible to record after a 

given linear (in units of lo9 K) or iogrithmic (in terms of log(10’ K)) drop in temperature. 

B. Model Parameters 

With the computation mechanism tuned just the may he wants it, Rocky can put 

together his very own recipe of cooking up light elements during primordial nucleosynthesis 

by fiddling around with the model parameter settings (note: sometimes the type ofuniverse 

selected affects the kind of settings one can have for the computation parameters). Selection 

3 (contained in subroutine SETMOD) presents the submenu show in Figure 11.2. Rocky can 

investigate regions of the standard model by ranging through values of the second, third. 

and fourth parameters. The first and last four parameters let Rocky do some roaming 

outside of the standard scenario. 

The first parameter is a multiplication factor which is applied to the accepted value of 

the graviational constant to produce a variant value. The default value for this parameter 

is set to 1. The second parameter is the neutron half-life in minutes and the default is 

10.5 minutes. The neutron half-life is converted into the lifetime in seconds in subroutine 

START for use in rate calculations. The third parameter is the number of neutrino species 

and the default value here is 3. The fourth parameter, the baryon-to-photon ratio 7, is set 

to a due of 2.751 x lo-“’ so as to produce a present day value of lo-“, going down by B 

factor of 11/4 due to e+-e- annihilation just before nucleosynthesis (see Weinberg p. 536 

or Peebles p. 250). 
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SET MODEL PARAMETERS SELECTION 
--- ----- -------_-- --------- 

CHANGE VARIATION OF CRAV CONSTANT 
': CHANCE VARIATION OF NEUTRON HALF-LIFE ;::! 

CHANCE NUMBER OF NEUTRINO SPECIES FROM 
CHANCE BARYON TO PHOTON RATIO 

5: CHANGE COSMOLOGICAL CONSTANT 
FROM 
FROM 

6. CHANGE PSI ELECTRON 
7. CHANGE PSI MUON 
8. CHANGE PSI TAUON 
9. RESET ALL TO DEFAULT VALUES 

10. EXIT 

FROM 
FROM 
FROM 

l.OOOE+oO 
1.050Etol 
3.000E+OO 
2.751E-10 
O.OOOE+OO 
0.000E40 
O.OOOE+OO 
O.OOOE+OO 

Enter selection (l-10) 

Figure 11.2. SET \IODEL P,\Rl\!dETCRS section submenu 

The fifth parameter is the value of the cosmological constant (default value is 0) in the 

usual units as used in the Friedmann equation 

H+G ,+; 
( > 

to compute the expansion rate in subroutine DERIVS. 

The last three parameters deal with neutrino degeneracy and in the the default case, 

the neutrinos are treated as being nondegenerate. The neutrino degeneracy parameters are 

defined as < = g/T with p the chemical potential in units of I&V and T the temperature 

in I&V and these parameters are available for up to 3 neutrino species. Details concerning 

the cosmology of neutrino degeneray can be found in the literature (Wagoner, Fowler, 

and Hoyle 1967, Beaudet and Goret 1976, David and Reeves 1980, Scherrer 1983, and 

Boesgaard and Steigman 1985). Basically speaking, the initial neutron-to-proton ratio is 

altered (in subroutine START) if <. is nonzero, the neutrino energy densities (see Scherrer 

1983) are generalized to 

w dr 
x3 

1 + =P(l F L) 
(2.4) 
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which is numerically integrated in subroutine NUDENS if ir is beyond the valid range of 

approximations, and the n tt p reaction rates for & nonzero isve Beaudet and Goret 

1976) gcncrrrlize to 

x -K 
r 

(x + q)?(“z - l)‘iZ 
“-p - 

1 dZ(l + pz)[1 f ,(z+lLr<,j (2.5) 

iK 
J== 

(z - q)2(2 - 1)1/Z 

1 (yl+ &‘“)(l t e -(z-1)++Z.l , 

for n - p with p = (m, - mP), z = m,/T,, z,, = m./Tu, and K normalized using the neu- 

tron half-life and similarily for p ---t n. This rate is then numerically integrated (as opposed 

to the nongenerate case in which the rate is analytically evaluated using an approximation 

which is given in Wagoner 1969, Table 14B) in subroutine RATEl. 

C. New Reaction Rates 

Perhaps Rocky has gotten wind of a recent remeasurement of an important reaction 

rate used in the nucleosynthesis computation. What are the consequences? - another 

quick paper for Rocky of course. Seriously, its consequences for primordial nucleosynthesis 

predictions .we easy to find out using selection 3 (subroutine SETRAT) from the main menu. 

With the submenu shown in figure 11.3, Rocky can opt to change extant reaction rates, 

add new reactions invoiving nuclides already in the code, or restore all reaction rates to 

their default values. The permanent reaction rates are computed in subroutines RATE0 

(weak decay rates), RATE1 (n, p rates), RATE2 (up to Be’), RATE3 (up to N’*), and RATE4 

(np to OIB). The new rates are computed in routine RATE5. 

If Rocky wants to change a reaction rate, he enters an ‘a’ whereupon he sees on the 

screen a roster of changed reaction rates (which is empty the first time around). He then 

can add a changed reaction rate to the roster or he can either change the value of the 

reaction rate coefficients of, list the reaction coefficients for: or delete the change from 

(restore to default) a reaction already on the roster. If Rocky wants to add B reaction 

rate change, he is required to specify a reaction number which can be obtained from the 

program listing of subroutines RATEl-4 from the index of the reaction rate variable f. 

Once this is given, Rocky is then asked to fill in a very general formula for the reaction 
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SET NEW REACTION RATES SELECTION 
--- ------------ ----- --------- 

1. CHANGE REACTION RATES 
2. ADD NEW REACTIONS 
3. RESET ALL TO DEFAULT VALUES 
4. EXIT 

Enter selection (l-4). 

Figure 11.3. SET TEAIPORARY REACTIOS RATES section submenu 

rate 

f(Tg) = wJperp(wJ/Tp - (w5Toy). 

213 x (1 + w,T,“’ it waT, + WTB + wd, 4’3 + w&/“) 

t w,zT~“* 4w4/T9) 

-t w15Tgw’~elp(wl7/T9) 

i w,,T,W”erp(w,,/Tg) 

(2fd 

which is in units of secml (see Wagoner 1969, pp. 253-254 and Fowler, Caughlan, and 

Zimmerman 1967, p. 528 equation 6 and 7 for a general discussion of the reaction rates). 

This formula is general enough to suffice for most reactions though not for all. Rocky thus 

has to enter values for the w’s to duplicate the reaction rate formula which he wishes to 

enter. The maximum number of reaction rates that can be altered in this fashion is 15. 

If Rocky makes a mistake here or if for some other reason he wants to change rates he’s 

already put in, all he has to do is to type in ‘c’ and enter the roster number of the reaction 

of interest and indicate the nth coefficient with which to start inputting the change. The 

listing option is specified by ‘1’ and the delete option is enacted by a ‘d.’ 

Rocky might also wish to add a completely new reaction (say the reaction d(d,7)He4 

which is not part of the regular reaction network) in which case the screen shows a roster 
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(,I new reactions. The process here is analogous to the description given above for chtrnging 

existing rates except that instead of a reaction number, Rocky is asked to put in a reaction 

label (i.e. d(dlrjHe4) and instead of the reaction rate coefficients, Rocky puts in the 

reaction type (to figure this out , go to the 200 section of subrolltine SOL), the code numbers 

of all 4 participating nuclides (see the DATA nuclds statement in BLOCK DATA), the reverse 

reaction coefficient (discussed in Fowler, Caughlan, and Zimmerman 1967, pp. 528-532 

and in the form listed in FCZ 1975 an:: xris et al. 1983), and heat of reaction (in units 

of 109K). To input the reaction rate coeficients themselves, Rocky then has to go into the 

change section (selection 1 on the Xew Reaction Rates submenu) and proceed as previously 

described. A maximum of 12 new reactions may be added in this way (which is why many 

~riables in the program are dimensioned to 100 instead of 88). 

%lection 3 in the submenu will erase both rosters, restoring the changed rates and 

erasing any new ones. Rates for new reactions are also erased any time the reaction network 

size is changed (see section 111.X). Th 1s is because the new reactions are added to the end 

of the current reaction network size. For instance, in the smallest network, there are 34 

reactions. If 3 new reactions are added their rates will go into slots f (35), f (36), and f (37) 

which will be needed for the original reactions if the network is enlarged. 
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III. Running The Code 

A. Menu Options 

Once our pal Rocky is through setting computation parameters, model parameters, 

and reaction rates, he is all set to let the code get down to its business of evolving the 

universe within the predetermined temperature range and with the given conditions. The 

running of the code can be accessed through selection 5 of the main menu (subroutine RUN) 

which offers the submenu depicted in Figure 111.1. In it, we see that there are two ways to 

run the program and two further options which affect the running. 

The “Go” option niil set the program off on solving the differential equations for 

evolving the temperature, nuclide abundances, etc. With the default settings, this takes 

about 12 CPU seconds on the VAX 11/780. Wh en the computation is complete, a message 

to that effect is displayed on the screen so that Rocky can now go into the Output section 

to look at the final results (see section IV for discussion of the Output section). 

Another option is to do many runs while allowing some of the model parameters 

to step through a specified range. If Rocky chooses the “Do Multiple Runs;’ option, he 

can specify up to three model parameters which are to be incremented through given 

step sizes through predetermined ranges (the model parameter settings are thus altered 

and ultimately take the values for the final run). Rocky first must choose how many 

parameters are to be varied (l-3) with the default being 1 and then must specify which 

parameter is to be varied along with the starting value, the final value, and the incremental 

value. If parameter is not specified, the number of parameters varied automatically goes 

down by one. The first parameter entered is varied in the outermost DO loop whereas the 

last parameter entered is varied in the innermost loop. The starting and final values may 

be the same (to produce no variation for this particular parameter) but the incremental 

value cannot be entered as zero (as the equation to determine the number of loopings will 

blow up) so some other arbitrary value must be submitted. Once the value specifications 

are made for each parameter, Rocky is asked to confirm them (in case of a mistaken entry) 

and once this is done for all of the parameters, the program goes off to do the multipie 
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RUN SELECTION 
--- ---__-___ 

1. SET R'JN NETWORK 
2. GO 
3. DO MU-TIPLE RUNS 
4. TRACE ABUNDANCE FLOWS 
5. EXIT 

Enter selection (l-5) 

Figure 111.1. RUS section submenu. 

computations and when everything is done. it comes back with an appropriate message. 

For e. large number of loopings, running in batch mode is recommended (for batch runs 

see section 1.C). 

These multiple runs can take up a long time especially if the computer is busy. Thus 

Rocky has the option of either dozing off in front of the terminal or utilizing the “Set Run 

Network” option in which he can cut the computation time by reducing the size of the 

reaction network. The default network consists of 26 nuclides and 88 reactions but through 

the use of this option, this may be cut to 18 nuclides and 64 reactions or even down to 9 

nuclides and 34 reactions. For the first reduction, the time needed is about 60% of the full 

network and the variation (using the &fault parameters) in final abundances from that of 

the full network by about .l%. For the more drastic reduction, time is cut down to about 

20% with a variation of something like .;%. The sizes of the three networks are depicted 

in Figure 111.2. As mentioned before, if the reaction network size is changed, then any new 

reactions entered will be erased. 

Finally, the option “Trace Abundance Flows” allows Rocky to see changes in the 

abundances during the accumilation times by creating a file NUClZJ.FLO. X11 reactions 

considered in the program contain at most four different nuclides and thus are of the form 

Ni(A’Z;) f Nj(A’Z,) tt 1Vb(“Z~) + N,(‘4’z,) (3.1) 

where .V, is the number of nuclide n and A , 1 4j and Al 2 .4t. The abundance changes 
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26 nuclides 
88 rexlions 

18 nuclide , _ p: .~’ ,/ 

64 reactions 
/w-Y ,_1,, 

9 nuclides 
34 reactions 

Figure 111.2. Display of thr nuclidcs involved in the abundances computation and the ncrwork ol reactions 
between those nuclides. The standard computation involves everything shown whereas smaller computations 
use only the part of the network below the lines drau-n. (Figure adapted irum Schramm and \\‘ngoner 19ii). 

are given in terms of dl;/dt which is computed from equation 25 of Wagoner 1969 

2 = C -V, ( - ‘zL:y [ij]k + y!::y l,,!j) 

j,kJ 

(3.2) 

in which i;j)b is the forward reaction rate. In this equation, the abundance changes are 

summed over all reactions involving nuclide i but in the trace request, the abundance 

changes are given for a particular reaction. These abundance flow traces can be requested 

in three ways: by specifying particular nuclides for which the abundances changes for all 
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reactions involving the nuclides wiil be given: by specifying particular reactions; and by 

asking for the abundance changes for all reacti~ms. The nuclides are specified by numbers 

which I’;IU 1~ ~luiucc~i fr,,m th(: DATA nuclds ~l~i~t,m~cnt ill BLOCK DATA nrlil thr rractim 

numt,crs 11y tile indicts c,f the vnrinblc f, the i;rrwwd rcactiou rate value which is found 

in subroutines RATEO-4. The particular times for which these changes are recorded are 

determined by the accumiliation criterion discussed in section 1I.A. 

B. Calculational Algorithms 

Let us suppose now that Rocky has chosen his run scheme in some fashion and has 

set the code off and running. While Rocky is staring blankly at the screen waiting for the 

program to ccme back with a message chat it is done, iet us go right into the computer 

program to see just what is happening and to follow along, for a bit, the algorithms by 

which it gets its results. 

The basic purpose of the computational part of the code (which is essentially the 

same as that of the \Vagoner code) is to time evolve three quantities, the temperature, the 

electron chemical potential b., and a quantity proportionai to the baryon density defined 

by h E MuiYb/T: where :Zf, is the unit of atomic mass (see equation 4 in Wagoner 1969) 

along with the nuciide abundances 1; = Si/Ai with S; the mass fraction in nuclide i of 

atomic weight -4;. This time evolution is driven by a second-order Runge-Kutta routine 

that solves the differential equations which give the time derivatives of these quantities. 

The differential equations for the abundance changes are arranged into a single matrix 

equation which is solved by Gaussian elimination and the solutions are used to help find 

the time derivatives of the other three quantities being evolved. 

The first thing that happens when Rocky gives the green light is for the driving 

subroutine DRIVER to call subroutine START to compute some initial values. The initial 

temperature comes from a specification in the computational parameter section, the ini- 

tial vaiue of h comes from the baryon-to-photon ratio (see Schramm and Wagoner 1977 

equation 3.11) 

h = 3.37 x 10’7, (3.1) 
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and the electron chemical potential is calculated from \I. and the temperature. The initial 

ai~undances of neutrons and protons given by 

yp= l 
1 + e-slkT (3.3) 

with 4 = n, - rnP. .4mong other quanrities which are computed at this time are the initial 

baryon energy density, 

Pb = hT: , (3.4) 

the time (see Wagoner, Fowler, and Hoyle 1967, equation al5), 

t = (12i~Gac-~)‘~*T,-~ = (10.4)?,-’ ! (3.5) 

and the weak decay rates (in subroutine RATEO). 

The Runge-Kutta driving routine is contained in the subroutine DRIVER. Here, the 

three quantities of the temperature, h, and qSe and the abundances are time evolved under 

the label of the variable Y. Details concerning the Runge-Kutta method can be found in 

Numerical Recipea section 15.1 but the basic idea of the second-order Rung+Kutta routine 

used here is that given data Y(,l) f or a particular value of +1, one may wish to find the 

quantity Y(zz) for a value of ~2. To do this, one first finds the derivative at E,, dY/dr(rl), 

and linearly extrapolates, using interval AZ = 12 - ~1, to find ?(zz), an initial trial value 

(all this is done in the first Runge-Kutta loop in the program). This alone is not very 

accurate nor stable so one goes further and computes the derivative at ~2, d?/dz(z2) and 

then averages the two values of the derivatives to get 

E(Zl) = ; [g(z) t &*)I 
from which one can extrapolate to get to the new value Y(Q): 

(3.6) 

(this part is done in the second Runge-Kutta loop). A graphic representation of the 

procedure is shown in figure 111.3. In the program, the value of a quantity at point 1 in 
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,,-_ - 
,‘~G-- 
: 

‘G’- .‘~ 
7 ) 

Fil:ure III.3. Illustration ui the second-order Hungo Ku:La procedure. ruin1 1 indicates Ihe value of y a~ 
xi and Ihc arrow there indicnres the value of ihc dcrivativc ol y at XI. This value of the derivative is used 
10 compured a trial value ui y at x1 for which the derivative 1s also cnicuia~cd. The actual vaiuc ol y at xI 
to bc usa. point 3, is derived by using the average ol the derivatives computed al points 1 and 2. (Figure 
adapted from Numerical Recipesj. 

the figure is given by v0 and v initially refers to the value at point 2 but later to that at 

poinr 3. 

In the first Rungc-Kutta Irjop, if the accumiliation criterion is met, DRIVER calls sub- 

routine OUTPUT to accumilate the current values of the temperature. h, #,, abundances, 

etc. II the termination criterion is satisfied, then the current information is accumilated 

before the computation is terminated and if it is not, the program goes on to adjust the 

time step before computing the the t,rial xa.lue Y(zz). 

This is the basic picture of the operation of the code. SIore specific dcta.ils are involved 

in the computation uf the derivatives which is taken care of in subroutine DERIVS. The 

abundance derivatives are computed; then, these are included in the computation of the 

derivatives for the temperature, h, and 0.. To compute the abundance derivatives, the 

energ? densities of bnryons. photons, neutrinos, etc. are first computed in DERIVS and 

in THERM. utilizing functional values computed in BESSEL using modified Bessel function 

solutions derived in KNUX. Sat, DERIVS calls routines RATE1 through RATE5 to compute 

the forward reaction rates. RATE1 computes the p 4 p and p --) n rates, RATE2 through 

RATE4 the regular reaction rates depending on the reaction network size, and RATES the 

new reaction rates if new reactions were entered. The functional form of the reaction 

rates are discussed in Fowler, Caughlan, and Zimmerman 1967 and in Wagoner 1969 and 
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rates nre given for reactions in these two papers as well as in the more recent papers of 

Fowler, Caughlan, and Zimmerman 1975, and Harris et al. 1983. Some basic discussion of 

reacticms rates are also given in Clayton chapter 4. Clayton makes clear in his book the 

point that the distribution of the velocities of a nuclide species is taken into account not 

simply by taking an average velocity for a given temperature but actually dealing with an 

integral over the velocity distribution. References are given in the program for reaction 

rates whose origin in the literature I have been able to trace. A discussion of the rates for 

reactions number 24 and 26 can be found in Kawano et al. 1988. 

Once the forward reaction rates are computed, DERIVS then calls subroutine SOL which 

builds the matrix equation for the abundance changes. Wagoner uses the method ofimplicit 

differencing because the right-hand side of equation (3.2) is a small difference of large 

numbers due to the near equality of the forward and reverse rates at high temperatures 

and this requires prohibitively small step sizes to maintain stability (see Wagoner 1969, 

appendix C). The method is discussed in section 15.6 of Numerical Recipes and I will 

present some relevant material here. Consider the equation 

Y’ = -CY 

with constant C > 0. In the explicit differencing scheme., this is rewritten as 

(3.8) 

Y “+1 = Y, + AtY: = (1 - CAl)l’, (3.9) 

which is unstable for At > 2/C since in this case y., + m as n + 00. The suggested cure 

is implicit differencing which is to use instead 

Y n+, = Y, + AtY;,, = Y” 
(1 + Cat) 

which is absolutely stable. This idea can be generalized to a system of linear equations 

which result in the matrix equation 

Y n+l = (1 f CAt)-’ Y, j3.11) 

Thus, in the Wagoner code, the abundance change equation (3.2) is replaced by the equa- 

tion 

z(t + At) = 
%(t + At) - I:(t) 

At 
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= 5 - 4;!.r$? 
t I JV,) 

x [.fiy-li;il’il;(t + At) + ijrj~iNii;.w ~; I 
l,(f + At)] 

aVi[lX:ij 

+ ~ Nt !A’,!( Nt’ + ,V[) 

x [ Jft fp - 1 -- N, -7 
I1 lk(f + Af) + N&N*y-lqt + Ai)] 

in which the barred abundances are computed ~01ely to find the abundance change from 

rhe first equality and the quantities with the tildes are those of a previous time step point. 

The equation for the second equality can be written in the form of equation (3.11) 

(Aj)[Y,(t + At)] = [Yi(t)] (3.13) 

which is then solved by Gaussian elimination and back substition in subroutine EQSLIN. 

This solution method is thoroughly covered in section 2.2 of Numerical Recipes but I will 

put in a few words here. The matrix equation (3.13) can be triangular&d to look like 

(3.14) 

in which the primes indicate that the vaiues of the A’s and Y’s have been modified by the 

row operations used in the Gaussian elimination procedure. The solution for the F’s are 

found using back substitution as follows. For Y,,, the final line of the matrix equation gives 

yn = Y;/A;, (3.15) 

and this can be used to solve for 17n-1 and so on with the general solution being 

y, = $ E;' - 5 AijFj 
*i i j=i+l I 

(3.15) 

In the program, entries for the matrix equation (3.13) are inserted in reverse order so that 

the equations for nuclides with substantial abundances are solved first. 
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At accumilation times, the code allows for iterative improvement of these solutions. 

Here I am again indebted to Numerical Recipe8 (where would we be without that book!) 

where this topic is covered in section 2.7. Although we are solving for the equation 

A.P=Y , (3.16) 

the solution we do find ixvitably has an error 6P associated with it: 

A.P+sP=YfhY 

Subtracting equation (3.16) from (3.17) gives 

A.69=6Y (3.18) 

(3.17) 

into which the solution for 6Y from equation (3.17) can be inserted to give 

A.cYP=a.(P+&-Y (3.19) 

for which the right-hand side is know and can thus be solved for 6E. 

Once the abundanws are solved for, subroutine DERIVS then goes on to compute the 

derivatives for the temperature, h, and 4. from 

dT9 -3R-‘dR/dt 
-= 
dt p;ldptzldG 

dh =3h IdR-LdT9 
dt R dt Tg dt 1 

(3.20) 

(3.21) 

4% We dT9 84, dh + 84, dS 
-=--- -- __ 

dt ~?TQ dt + ah dt 8s dt 

where 

S=CZiYi , 
i 

and the partial derivatives are computed from 

(3.22) 

74T9,d.) - n+(Te,d.) = IV.J@S (3.23) 

where N, is Auogadro’s number (see Wagoner 1969, appendix C). 
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IV. Output Options 

A. Llenu Options 

So now we’re done lvith uur journey into the intricacies of the code and we can rejoin 

Rocky to see what has come uut of ali this. With the computations all complete, Rocky 

can go to option 6 in the main menu (handled by subroutine OUTPUT) to display the results 

in a number of ways. This ieads to the submenu shown in figure IV.1 which offers Rocky 

the choice of creating an output file (named NUC123.DAT) which can be printed out or of 

seeing the results right there on the screen. .J, sample output file is shown in figure IV.3 

which was produced using the default parameters. The parameters set for the run are 

shown listed above the nuciide abundances which are given in terms of the mass fraction 

for ‘He and relative to the H abundance for the rest of the nuciides. The abundances given 

for each nccumilation point along with the temperature at that point with the temperature 

given in units of 10’ K but which can be listed in terms of MeVs by the use of option 1 in 

the submenu. In the second row, the temperatures are again listed along with the time (in 

seconds), the energy density (in units of g.cm-?of photons, electrons, electron neutrinos, 

und baryons, the electron chemical potential: time step size, baryon-to-photon ratio, and 

the expansion rate. ‘Through option 1 again, the energy densities can be listed as fractions 

of the total energy density. 

If Rocky is impatient to see the resuits, he can choose to flash them right on the screen 

with option 3. The tables which appear on the screen arc arranged in the same manner 

as with the output file but have been split up into four parts in order to accommodate 

them on the screen. Thus, Rocky can choose which of these four parts to view by using 

the submenu shown in figure IV.2. The first part contains the abundances for the nuclides 

usually referred to in primordial nucleosynthesis studies as well as tritium. The second 

part cont,nins the abundances for other light nuclides, the third part the energy densities, 

and the fourth part the rest of the quantities. X sample of the first part is displayed in 

figure IV.4. 
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OUTPUT SELECTION 
------ -----_--_ 

1. CHANCE UNITS 
2. REQUEST OUTPUT FILE 
3. REQUEST OUTPUT ON SCREEN 
4. EXIT 

Enter selection (l-4). 

Figure iV.l. OUTPUT section submenu. 

SCREEN OUTPU SELECTION 
--_--- ------ --------- 

1. DISPLAY D,T,HE3,HE4,LI7 
2. DISPLAY N,P,LIG,BE7,LI8&UP 
3. DISPLAY RHOG,RHOE,RHONE,RHOB 
4. DISPLAY T,DT,PHIE,ETA,H 
5. EXIT 

Enter selection (l-5) 

Figure IV.2. Screen output sub-submenu, 
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.._D 1 ee4e.m :,;;a:.: 
>,I.,.:.. 2~ImL.e.T 
:~::::::: 
i:::::::: 2.066E.@1 
;:z::::: 
YY’ 
EZ:::: 8 &,eE.ee 1 I.,E..w 2~I1~E.d~ 
;::::::z 
x:;:::: 
:.::::::: 
::::::::: 

MI” 
: :z:::: 
zz::: 
: y:::::: I .&1aE-al 
::;:::I:: 2,a.1L-M I, 1011.11 2 ddec-,2 Level-” 
x::::: 2 3WC.W 
::::2’:: ..U.&, i:::;:‘:; 
;:;;7::;; 
y::“.; 
1 ,...&a 

P 
: ::::::: 
: :z:;: 
: ::r:: 
:~T::: :: 
I z::::: 7 II,E-e, 
j ::g:;; ‘hoq 
; ::::-:: a, m&4 I 7eIIE.m i .1611E.e, ^..arZE.a, 1, ymz 
LO>IT.~ 
: ::::::: 
: ::::::: 

p.5 e = 
c = 1.00 tau = 10.50 # nu = 3.00 lambda = O.OOOE+OO 

O.OOOE+OO psi m = O.OOOE+OO psi t = O.OOOE+OO 

D/H 
1.179E-12 
3.236E-13 
3.189E-13 
5.990E-12 
l.l64E-10 
1.674E-07 
2.694E-05 
1.328E-03 
5.871E-03 
5.927E-04 
4.892E-04 
4.862E-04 
4.862E-04 

He3/H 
1.861E-25 
1.6446-25 
3.724E-23 
9.947E-18 
4.643E-13 
5.156E-11 
7.278E-10 
l.l40E-07 
7.012E-06 
1.991E-05 
3.Oo7E-05 
3.071E-05 
3.217E-05 

He4 
4 .OOOE-25 
4 .OOOE-25 
1.804E-20 
3.436E-16 
1.827E-11 
1.907E-08 
1.599E-06 
1.247E-03 
1_706E-01 
2.253E-01 
2.254E-01 
2.254E-01 
2 ,r!54E-01 

,. I 8116.26 I 04.6.$6 
:,t:::::: 
z:::::: 
I:::::::: 
::::;::: 
:,::::I,” ,..T2E-e4 PM”. : y:.g 
>,..L& I ~626E.C1 9.7mE.mI 
::%z I. 161& 
::::R’:E 
:::::::: LCWE-0. 

*.. 4 amE- 
: ::::I:: 3 .,&E-La 1 IZ,E.ll 
: :::::2 
: ::::::: 
:.::::::: 2.26.T.01 2.264F4I 
42,. L2mE-I~ 
::::::I:: 
~:I~::: 
: : z::: 
::::::::: L,I1E.#, 
::::::::: 

Figure IV.3. Sample output file 

Liz., : ;:;::i; t iBIE.26 :::;::::; 
/ ::.‘:::I I~s.~E-m 
6 9,6E-11 
:,x:x .L. 
::::::I:: 
3 ::;:r:: 
:.::::::: i:::::::: L.o,sE-Im 
::x:: S,@WE.ll O,O9K.,, 

R.7,” I 861L.76 I 8l.E.26 
: ::z::: :::;::::: LlldE.Zl I msE.le :,laTE-ll . Il9E-,3 : 2:::::: 1 ;..r.,3 * 

:;:::;:::: 
r:::ti.:::: -1 114.c.12 -6 illE-*> -2.*t.<-.I -2.0*x-~, -1~381c-0, .i~SllL.,. .1~611L.86 .I~.T.E.eo -2.lliL-e7 

Computational parameters: 
reg = 0.300 regm = 0.600 t9i = l.OOE+02 t9f = l.OOE-02 
ytmln = l.OOE-25 im = 1 itmax = 40 

Model parameters: 

Temp 
i OOOE+02 
:.433E+Ol 
6.576E+OO 
3.101E+OO 
2.138E+OO 
1.252E+OO 
9.829E-01 
9.449E-01 
6.921E-01 
2,65SE-01 
9.562E-02 
2.274E-02 
9.939E-03 

T/H 
1.861E-25 
1.644E-25 
3.579E-23 
3.488E-17 
5.631E-12 
1.038E-08 
7.541E-07 
2.603E-05 
9.079E-05 
3.438E-06 
1.401E-06 
1.456E-06 
1.452E-06 

Li7/H 
1.861E-25 
1.644E-25 
lt250E-25 
1.203E-25 
l.l92E-25 
2.074E-22 
1.872E-16 
7.015E-12 
4.946E-09 
7.624E-10 
6.915E-10 
6.914E-lo 
6.917E-10 

Figure IV.4. Sample screen output display 
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B. SpeeiAc Output File 

It can be that these output modes do not satisfy Rocky’s particular needs; perhaps 

he just wants a bunch of numbers that can be used with a plotting routine. No problem 

- I have provided a flexible subroutine CHECK which can be used to produce an output 

file CHECK.DAT which can be of any fashion that Rocky pieases. At the moment, CHECK is 

called after every run and it writes out some basic information such as the final baryon-to- 

photon ratio and the final abundances for 4He, 3He, D, and 7Li into CHECK. DAT. However, 

subroutine CHECK has in it the entire list of global variables used in iVUC123 and all 

the necessary COMMON statements to access those variables so the subroutine can easily 

be modified. The subroutine can be called from anywhere in the main program through 

the use of a CALL CHECK statement along with a value for variable itime which serves to 

identify the location of the CALL statement in the program. Several such checkpoints have 

been placed in the program already: at the beginning of the program (itime = 1) and 

at its end (itime = 10); at the beginning of the RUN section (itime = 2) and at its end 

(itime = 9); and at the beginning (itime = 3) and end (itime = 8) of every run. 
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V. Modifying The Program 

A. Using The Adaptive Subroutine 

Rocky, being the speculative kind of guy he is, occasionally will want to venture out 

to where no man has ever gone before. He thus may want the nucleosynthesis code to 

do some crazy whiz-bang stuff that’s just not built into it. If these changes are not to 

be too drastic. they may be all accommodated in subroutine CHECK, the same subroutine 

mentioned in the previous section. Subroutine CHECK is essentially an empty subroutine 

with a complete roster of COMMON statements so that it has the connections to ail of the 

global variables (any variable passed through a COMMON statement). It can be called from 

anywhere in the program using a CALL CHECK statement but it can be made to do different 

things depending on where it is called from through the use of the variable itime which 

takes on .a distinct ralue depending on the location of the CALL statement. One may 

find that putting all code modifications into subroutine CHECK carries some advantages 

over simply dispersing the modifications all over the program. For instance, once all of 

the necessary checkpoints (places with CALL CHECK statement and which set itime to a 

distinct value) are put into NUCI23, one need only compile subroutine CHECK each time 

further changes are made instead of compiling the whole program. Furthermore, all of the 

changes are isolated in CHECK so it is easy to see how much modification has been made 

to the program. If a modification fouls up the whole computation, it is a simple matter to 

test R particular set of statements in the single subroutine. 

B. Suggestions For Implementing Changes 

In section A above, I have provided a way of making modifications while at the same 

time minimizing alterations to the main body of the program. However, one may still 

be forced to modify the main program for two ~pasons: either the changes are necessary 

simply to get the program to run at all on one’s computer or the changes are too drastic 

to limit them to one subroutine. 

In the first instance, suppose Rocky obtains a copy of MJC123 and puts it into his 
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area. He may find that he has trouble running it for a number of reasons. It could be 

that his computer is not a VAX machine in which case the assignment of READ/URITE 

units to the terminal via SYS$COMMAND in the OPEN statement in NW123 will cause trouble. 

Rocky will then have to put in the appropriate substitute to make the assigenments to 

the terminal. It also could be that his compiler may not understand the DO.. .END DO 

arrangement for which he wiil have to write a macro to make the appropriate conversion 

to the more conventional DO statement with statement labels. Or it can be that iVUCIZ3 is 

just too big for his liking. In this case, he can chop out various subroutines and statements 

to reduce NUC123 down to the desired size. He can drop any or all of the user interface 

subroutine with the exception of RUN if he can do without the menu options. Subroutines 

NUDENS, RATES, and FLOW and functions EVAL and XINTD can be chopped out if Rocky is 

not interested in doing neutrino degeneracy, new reaction rates, abundance flow traces, 

and numerical integration. He can also cut out the myriad declaration statements (as long 

as an array is not being dimensioned) and comment statements if he so wishes. 

In the second instance, Rocky might be planning to do something drastic such as 

expanding the network to look at the production of heavier elements. Here, major modifi- 

cation of various parts of NUClZ3 may be unavoidable. To follow up what Rocky might do 

in this case, he can first simply alter the PAEABETER assignments of recmax (the maximum 

number of reactions which is set to 88) and of nucmax (the maximum number of nuclides 

which is set to 26) to reflect the specifications of the larger network. The options involving 

new reaction rates and different network sizes are a bit messy to adapt to a larger network 

so it may be easiest for him to bag this features. He can then could add in the character- 

istics for the added reactions into BLOCK DATA and put in the corresponding rates at the 

end of RATE4. 

There may be times in which one wishes to go beyond the accuracy provided by the 

analytic approximation to the n H p rates and utilize numerical integration to solve the 

actual equations. I wiil mention here a simple trink that one can use to induce NUC123 to 

do just this. One can set the electron degeneracy parameter, &, to a very small nonzero 

value in which case the numerical integration is done to compute these rates. A small 

enough value for (e will not affect the reaction rates or the neutrino energy densities, 
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We are at the end of our budget journey into the early universe to investigate pri- 

rnordiirl nucleosynthesis. l3y now: Rocky is obviously a fully qualified nucleosynthesis 

profcssi~~nal xrltl if you’ve been fullmving along carefully, so arc you. 
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